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Section S1. Well log curves and their statistical analysis 

Figure S1. GR0, PB0, DT0 and BI curves for the 470-ft thick LBS formation sampled at Well 

A. The red BI curve is calculated using the Wang and Gale (2009) method and the grey BI 

curve is calculated using the Jarvie et al. (2007) method. 

 

Figure S2. GR0, PB0, DT0 and BI curves for the 300-ft thick LBS formation sampled at Well 

B. The red BI curve is calculated using the Wang and Gale (2009) method and the grey BI 

curve is calculated using the Jarvie et al. (2007) method. 
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Table S1. Statistical summary of Lower Barnett Shale recorded well log variables in Well A 

and Well B (data from Verma et al., 2016). P-wave refers to the compressional sonic log. 

 

Section S2. Hyperparameter values applied to multi-linear regressions and machine 

learning models utilized  

LR: no hyperparameters requiring adjustment. 

ElasticNet: alpha =0.0001; L1 ratio =0.4. 

K- nearest neighbor (KNN): K (number of neighbors considered) = 2; distance measure = 

Manhattan. 

Support Vector Regression (SVR): kernel = radial basis function (RBF); C (penalty 

parameter of the error term) = 300; gamma (curvature weight of the decision boundary) =20. 

Adaptive Boosting (ADA): number of estimators = 500; maximum depth = 50; learning rate 

= 0.01; loss function =exponential; splitter = best; splitting criterion =  mean squared error 

(mse). 

Random Forest (RF): number of estimators = 750; maximum depth = 50; splitting criterion 

= mse. 

Extreme Gradient Boosting (XGB): number of estimators = 1000; maximum depth = 15; 

eta = 0.03; columns sampled per tree =0.9; subsample = 0.6. 

 

Section S3. Data normalization 
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Each well log and attribute is normalized such that its values are distributed on a scale of -1 to 

+1. This is necessary precaution to avoid scaling biases affecting the prediction models and is 

achieved by applying Eq. A1 to each variable. 

𝑁𝑜𝑟𝑚𝑥𝑖
𝑛 = 2 ∗ (

𝑥𝑖
𝑛−𝑥𝑚𝑖𝑛𝑛

𝑥𝑚𝑎𝑥𝑛−𝑥𝑚𝑖𝑛𝑛) − 1                                                                                (A1) 

where 𝑁𝑜𝑟𝑚𝑥𝑖
𝑛 is the normalized value of the ith data-record relating to the nth variable 

distribution, xi
n  is the actual recorded /calculated well-log or attribute value, 𝑥𝑚𝑖𝑛𝑛  and 

𝑥𝑚𝑎𝑥𝑛 are the minimum and maximum recorded/calculated values associated with the nth 

variable, respectively. 

 

Section S4. Statistical measures of prediction performance 

The statistical error-assessment metrics used to monitor and compare BI prediction 

performance are expressed in Eqs. (A2) to (A4). 

Mean Absolute Error (MAE) 

𝑀𝐴𝐸 =
1

𝑚
∑ |𝑟𝐷𝑉𝑖 − 𝑝𝐷𝑉𝑖|

𝑚
𝑖=1                                                                                          (A2) 

where rDVi is the recorded BI value, i.e., the dependent variable (DV), and pDVi is the predicted 

value of ith data record, and m is the number of data records in the validation subset being 

considered. 

Root Mean Squared Error (RMSE) 

𝑅𝑀𝑆𝐸 =  [
1

𝑚
∑ ((𝑟𝐷𝑉𝑖) − (𝑝𝐷𝑉𝑖))2𝑚

𝑖=1 ]

1

2
                                                                          (A3) 

For the DVs considered, MAE and RMSE values are expressed in BI units relative to the 

range 0 to 1. Hence, an MAE or RMSE value of 0.01 represents 1% of that range. 

Coefficient of Determination (R2) 

𝑅2  = {
∑ (𝑟𝐷𝑉𝑖−𝑟𝐷𝑉̅̅ ̅̅ ̅̅ )(𝑝𝐷𝑉𝑖−𝑝𝐷𝑉̅̅ ̅̅ ̅̅ )𝑚

𝑖=1

√∑ (𝑟𝐷𝑉𝑖−𝑟𝐷𝑉̅̅ ̅̅ ̅̅ )2𝑚
𝑖=1 √∑ (𝑝𝐷𝑉𝑖−𝑝𝐷𝑉̅̅ ̅̅ ̅̅ )2𝑚

𝑖=1

}

2

                                                                    (A4)                                    

where 𝑟𝐷𝑉̅̅ ̅̅ ̅̅  and 𝑝𝐷𝑉̅̅ ̅̅ ̅̅  are mean values of distributions mDV and pDV, respectively. The R2 

value, the square of the Pearson correlation coefficient, varies between 0 to 1. 

 

Section S5. Case 1 Results involving the DT well log and its attributes applied to Well A 

Table S2 displays the multi-fold cross-validation Case 1 results for each of the MLR/ML 

models applied to Well A. 
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Table S2. Multi-K-fold analysis results for MLR and ML models applied to the Case1 Well A 

dataset. 

 

Section S6. Multi-K-fold cross validation analysis for all cases relating to Well B 

The multi-K-fold cross validation analysis for all ten cases modelled separately for well A 

and Well B with the KNN model are displayed in Tables S3 and S4, respectively. The 

benchmark Case 0 generates the  lowest BI prediction error of the models considered for 

Wells A and B. However, Cases 6 to 9, involving fewer recorded well logs, also generate BI 

predictions with very low errors for Wells A and B. 

Table S3. Multi-K-fold analysis results for ten cases of distinct well-log and attribute 

combinations assessed for Well A with the KNN prediction model. 
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Table S4. Multi-K-fold analysis results for ten cases of distinct well-log and attribute 

combinations assessed for Well B with the KNN prediction model. 

 

Section S7. Relative influence of recorded well logs for Case 3 

The relative influence analysis for Case 3 (GR0, PB0, RS0,NP0, DT0) reveals that PB0 and 

RS0 dominate the solutions for Well A, whereas RS0, NP0 and GR0 exert most influence on 

the Well B solutions (Figure S3). For Well A the relative order of influence is:  

RS0 ≈PB0 >GR0 >DT0  ≈NP0.  

For Well B the relative order of influence is:  

NP0 ≈RS0 >GR0 >PB0  ≈DT0. 

The prediction performance of Case 3 is only slightly inferior to that of benchmark Case 0 

that additionally incorporates variable StH. 
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Figure S3. Relative importance of all recorded well logs to the tree-ensemble model solutions 

applied to 5-variable Case 3 for: (A) Well A; and (B) Well B. 

 

Section S8. BI prediction results and relative feature influences for Cases 8 and 9 

Table S5 displays multi-K-fold analysis for KNN and the three tree-ensemble models applied 

to Cases 8 and 9. All models assessed provide accuracy that rivals that achieved by Case 3, 

with KNN slightly outperforming the other models for all four K-folds considered. 

Table S5. Multi-K-fold analysis results of feature-selected Cases 8 and 9 to predict BI for 

wells A and B applying KNN and three tree-ensemble prediction models. 
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Variables StH and PB0 exert the dominant influences (weights ~0.35) for the Case 8 Well A 

model solutions (Figure S4A), with StH being substantially more influential than other 

variables for Case 8 Well B (Figure S4B). Variables GR1, PB1 and DT1 exert more influence 

in the XGB model than the ADA and RF models in Case 8 solutions for both wells. 

 

Figure S4. Relative importance of 10 feature-selected variables to the tree-ensemble model 

solutions applied to Case 8 for: (A) Well A; and (B) Well B. 

 

Section S9. Random subset prediction performances for Cases 0, 2, 3 and 9 

The prediction accuracy for Case 9 involving feature-selected attributes is substantially 

improved versus Case 3.  Comparisons of the BI prediction performances, in terms of MAE, 

RMSE and R2, of the KNN models for example validation subsets relating to Cases 0, 2, 3, 

and 9 are shown in Table S6.  The feature-selected Case 9 solution, based on only the GR, PB 
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and DT recorded well logs plus selected attributes delivers only slightly inferior BI prediction 

results to those involving 5 recorded well logs.  

 

Table S6. Examples of randomly selected training and validation subset BI prediction 

performances for the KNN model for Cases 0, 2, 3, and 9. The data records for these subset 

examples for Cases 2 and 9 are displayed in Figure 9 of the main article. 

 

Section S10. Correlation coefficients between Well Log attributes and BI 

Figure S5 displays Pearson (R) and Spearman (P) correlation coefficients between the well 

log attributes considered and BI for Wells A and B, to highlight this point.  The correlations 

between the well-log attributes and BI is quite distinct for the two wells considered. These 

differences have undoubtedly affected the influence of the attributes on the prediction model 

solutions, as revealed by comparing Figures 5 and 6 (main text) with Figure S5.  For Well A 

(Figure S5A), there are substantial differences between P and R values for most of the well 

logs and well-log attributes versus BI. This suggests that few, if any, of the attribute 

relationships with BI can be considered as even approximately parametric. This is also the 

case for Well B (Figure S5B), but less so, as for PB0, DT0 and most of the DT attributes P 

and R values are in closer agreement than for Well A.  
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Figure S5. Pearson and Spearman correlation coefficients for well logs and attributes for 

GR, PB and DT with the calculated Wang and Gale BI index for: (A) Well A; and, (B) Well B. 

 


