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Abstract:
Different operations dealing with the subsurface, such as subsurface CO2 disposal, haz-
ardous waste disposal, geothermal energy extraction, underground hydrogen storage, etc.,
can change the fluid/flow system underground. The injection of fluids with thermodynamic
and chemical properties different from those of the reservoir fluid can trigger a series
of chemical reactions, which may affect the fluid and/or rock properties. Depending on
the system under study, these changes may be advantageous or unfavorable. Reactive
transport modeling is a choice for investigating how these changes can alter the system. In
this study, a reactive transport solver is developed in the MATLAB Reservoir Simulation
Toolbox using the sequential fully-implicit approach. The developed reactive transport
solver is illustrated using reactions and geometries using reactions and geometries relevant
for assessing the sealing capacity of a fractured caprock of a deep saline aquifer used for
underground CO2 disposal, and the limitations and advantages of the approach are stated.
Moreover, the results of the simulation for two fracture models, the discrete fracture matrix
and embedded discrete fracture matrix models, are compared. The simulations demonstrate
that hydrogen ion concentration or pH is the primary parameter affecting the extent of
dissolution, while the other aqueous species concentrations are less influential. It is also
shown that at higher flow rates, dissolution substantially occurs in the vicinity of the
main fracture, along the flow direction, while at lower flow rates, because the injected
fluid becomes fully buffered closer to the inlet, dissolution only occurs in the vicinity
of the inlet over the course of the simulation. Applying the discrete fracture matrix and
embedded discrete fracture matrix models to one of the scenarios demonstrates that both
yield equivalent results.

1. Introduction
The topic of reactive transport in porous media has

attracted enormous attention for investigating geochemical
processes underground due to its role in understanding
chemically-induced changes in subsurface reservoirs for CO2
disposal (Fitts and Peters, 2013; Deng et al., 2015; Kampman

et al., 2017), hazardous waste disposal (Gylling et al., 2016;
Stein et al., 2017; Applegate and Appleyard, 2022), hydrogen
storage (Hemme and Van Berk, 2018; Elgendy et al., 2023;
Gholami, 2023), geothermal energy recovery (Pruess, 1991;
Chen et al., 2018; de Hoop et al., 2021; Zhang et al., 2023),
hydrocarbon production (Fan et al., 2010; Gong et al., 2014;
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Fig. 1. Solution approaches to reactive transport problems.

Lee et al., 2017; Abd and Abushaikha, 2021), matrix acidizing
(Liu et al., 1997, 2017; Shaik et al., 2018), and groundwater
systems (Mayer et al., 2002; Molson et al., 2012). To inves-
tigate the effect of reactive transport for these applications,
two approaches are usually used: Experiments and numerical
modeling. In this study, the focus is on the numerical modeling
of reactive transport in porous media. The solution schemes in
numerical codes for reactive transport problems can be divided
into two main categories: element-based and species-based
schemes (Fig. 1).

There are few Reactive Transport Models (RTMs) coded
with the element-based approach. The element-based formu-
lation in reactive-transport modeling was first presented by
Fan et al (2021) and is the formulation of Stanford’s General
Purpose Research Simulator (GPRS) (Cao, 2002; Jiang, 2007).
Then, Colin et al. (2018) developed a reactive transport code in
MATLAB Reservoir Simulation Toolbox (MRST) (Krogstad et
al., 2015; Lie, 2019) using this formulation. In the element-
based formulation, combination of the linearized equations
transforms the species mass balances to element conservation
equations. Chemical reactions enable elements to combine
with other elements to form more complex compounds, though
the elements that form the building blocks of the various
compounds in the rock-fluid system are conserved. Thus, a
mass balance equation can be written for each element, which
may exist in any species and any phase (fluid or solid),
such that the source terms due to reactions disappear (Fan
et al., 2012).

The other main category of RTM solution approaches is the
species-based approaches. In contrast to elements, species are
not conserved but can appear and disappear through reactions.
The species-based approaches themselves are divided into
three categories: The global implicit approach (Hammond et
al., 2005; Ahusborde et al., 2019; Seigneur et al., 2023), se-
quential (operator splitting) approach (Ahusborde et al., 2015;
Ahusborde and El Ossmani, 2017), and the Sequential Fully-
Implicit (SFI) approach. The sequential approaches themselves
are broken down into two sub-categories: The Sequential
Iterative Approach (SIA) and Sequential Non-Iterative Ap-
proach (SNIA) (Saaltink et al., 2001). In the SNIA approach,
the mass transport and chemical reactions are decoupled and
solved separately. This is referred to as operator splitting,
where the transport equations are solved at each time step
without the reaction relations and then followed by the reactive
step. This approach introduces splitting errors that is usually
reduced by solving the transport and reactive sub-problems
iteratively, which is called the SIA approach. However, the

SNIA and SIA require small time steps to be used, which could
lead to slow convergence rates. This issue can be overcome
by introducing the global implicit approach. The scheme is
often accurate as both the transport and reaction steps are
solved simultaneously with less restrictions on time step size,
providing stability and robustness (Fahs et al., 2008). However,
if the number of components in the system is large, this
method suffers from an excessive computational time and
memory requirements, especially in two and three-dimensional
simulations (Abd and Abushaikha, 2021) because it requires
the storage (large memory requirement) and inversion (long
computational time) of a large linear system. In this study,
the SFI approach is adopted to model reactive transport. This
approach has already been used for non-reactive transport
problems (Franc et al., 2023; Li et al., 2023) and coupled
thermo-hydro-mechanical problems (Wang et al., 2024). SFI
decomposes fully coupled non-linear (reactive) transport prob-
lems into non-linear sub-problems, and each sub-problem is
solved fully implicitly. In this approach, dividing a global
problem into a number of sub-problems requires the storage
and inversion of several, but smaller Jacobian matrices, which
reduces the overall computational time. Moreover, solving
each sub-problem fully implicitly helps the approach be more
numerically stable, i.e., this method can comparatively relieve
the problems of numerical instability of the sequential methods
and the high computational cost of the global implicit method
(Franc et al., 2023).

Flow through fractured porous media is particularly sen-
sitive to chemical reactions that lead to precipitation or dis-
solution. Fractures introduce new length and time-scales that
require different modelling strategies for different purposes.
These strategies are divided into two main categories depend-
ing on the representation of fractures: Implicit and explicit
(Berre et al., 2019). For large scale investigations the implicit
approach is the method of choice, but it requires a robust
understanding of the processes in order to be able to represent
them accurately (if at all possible) through upscaled models.
This is generally not the case for reactive processes and
hence for RTM, a model with an explicit representation of
fractures is more appropriate to improve our understanding of
the coupling. Thanks to the explicit representation of fractures,
complex connectivity, geometry, and heterogeneity of fractures
are accounted for. There are already several reactive transport
models coded using the discrete fracture models (Table 1).

In the MRST (Krogstad et al., 2015; Lie, 2019) however,
a module for species-based reactive transport modelling is
lacking. In this study, the Discrete Fracture Matrix (DFM)
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Table 1. RTMs using discrete fracture models.

Reference Fracture model Reactions Field of study

Machado et al. (2023) EDFM Calcite, quartz, kaolinite, K-feldspar, albite,
dawsonite, and halite dissolution/precipitation

CO2 disposal in
carbonate reservoirs

de Hoop et al. (2020) DFM Carbonate dissolution/precipitation Geothermal reservoirs

Song et al. (2022a) DFM Silica dissolution/precipitation Geothermal reservoirs

Song et al. (2022b) DFM Silica dissolution/precipitation Geothermal reservoirs

Zhang et al. (2023) EDFM Silica dissolution/precipitation Geothermal reservoirs

Banshoya et al. (2023) DFM Calcite and anhydrite dissolution/precipitation Non-isothermal

Vu et al. (2019a)) DFM Tetrachloroethylene (PCE) degradation Hazardous waste
disposal

Applegate and
Appleyard (2022) DFM Calcite dissolution/precipitation Hazardous waste

disposal

Gylling et al. (2016) DFM Sorption of cesium onto biotite of rock grains Hazardous waste
disposal

Stein et al. (2017) DFM Reactive radionuclide transport Hazardous waste
disposal

Vu et al. (2019b) DFM PCE and trichloroethylene degradation Hazardous waste
disposal

Gong et al. (2014) DFM Methane sorption/ desorption Coalbed methane
reservoirs

Yan et al. (2018) DFM Gas adsorption/desorption Gas storage in shale
gas reservoirs

Jiang et al. (2022) DFM Calcite dissolution Karst genesis in
carbonate aquifers

Jiang et al. (2023) DFM Calcite dissolution
Karst genesis and
wormhole formation in
carbonate aquifers

Li et al. (2020) EDFM Gypsum and limestone
dissolution/precipitation

Hypogene
speleogenesis in
aquifers

Liu et al. (2017) DFM Carbonate mineral dissolution

Matrix acidizing
operation and
wormhole formation in
carbonate reservoirs

Sherman et al. (2023) DFM Kinetic reaction (A + B → C) Interaction of 2 solute
plumes

Andrews et al. (2023) DFM Albite dissolution Hillslope weathering

Molson et al. (2012) DFM
Calcite, siderite, gibssite, gypsum,
ferrihydrite, and quartz
dissolution/precipitation

Acid mine drainage

(Karimi-Fard et al., 2004) and Embedded Discrete Fracture
Matrix (EDFM) (Moinfar et al., 2014) modules are expanded
for species-based reactive transport. The DFM and EDFM
fracture models are used because both are easily accessible in
MRST. The resulting module builds on a fully-implicit sequen-
tial approach to model coupled fluid flow, solute transport, and
chemical reactions in both fractured or non-fractured porous
media. This code is capable of modeling aqueous reactions as
equilibrium reactions and various kinetically-controlled single-
mineral or multi-mineral dissolution/precipitation reactions.

The applicability of the solver is illustrated for different
reactive transport problems and assess its advantages and
drawbacks with the help of parameters and geometries for a
fractured caprock, the Eau Claire formation. The Eau Claire
formation overlies the Mt. Simon aquifer which is used as a
reservoir for CO2 disposal in the Illinois Basin. This caprock is
mainly made of dolomite (Barnes et al., 2009; Palkovic, 2015;
Gilmore et al., 2016) and in this study is considered as
a fractured caprock because dolostone is prone to having
fractures due to its high brittleness even at high confining
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pressures (Billings, 1972).

2. Modelling assumptions and mathematical
equations

2.1 Modelling assumptions
The reactive transport solver is developed based on the

following modelling assumptions:

• The pore-space is completely filled by a liquid phase that
is incompressible and whose composition does not alter
the viscosity.

• The pressure equation is derived from the mass conser-
vation (continuity) equation of the dominant species in
the desired phase, i.e., among the chemical species, it is
assumed there exists one dominant species and that the
minor species have no significant influence on the mass
balance equations of the dominant species, i.e., the minor
species do not significantly alter density and viscosity.

• Flow in the porous medium and the fractures is controlled
by Darcy’s law.

• The system is isothermal and heat production or con-
sumption by reactions is neglected.

• The matrix of the porous medium is made of a single
mineral.

2.2 Governing equations
With the modelling assumptions, the system is described

by a set of governing equations consisting of the pressure
equation, mass transport equations, and reaction relations. For
n primary species, and N chemical reactions, one pressure
equation, n mass transport equations, and N reaction relations
are solved for each grid block, which equals a total number
of 1+n+N equations.

2.2.1 Pressure equation

As stated in Section 2.1, the pressure equation is derived
from the mass conservation equation of the dominant species
of the desired phase, which is liquid water in this study. The
typical application for this approach is dilute water solutions.
The pressure equation then reads as:

−∇ · (uuuwww)+qW
w =

∂φ

∂ t
(1)

where uuuwww is the Darcy velocity of water, qW
w is the water well

(sink/source) term, φ is rock porosity, and t is time. The Darcy
velocity is given by:

uuuwww =− KKK
µw

(∇Pw −ρwggg) (2)

where KKK, µw, Pw, ρw, and ggg are permeability tensor, water
viscosity, water pressure, water density, and gravitational ac-
celeration vector, respectively.

These equations are discretized using a finite volume
approach with a two-point flux approximation. Because of
the modular structure of MRST, the reactive transport solver
is flow discretization independent. This is illustrated later
with the help of a DFM and an EDFM approach. Details
for the discretization for the porous matrix are provided in

(Lie, 2019) while the details for the fractures of the DFM and
EDFM approach are given in chapters 9 and 11 of (Lie and
Møyner, 2021), respectively.

2.2.2 Mass transport equations

To write the mass transport equations, the set of all the
chemical species are split into primary and secondary species.
Each reaction expresses the formation of a secondary species
from the set of primary species, also called basis species
or components (Morel and Hering, 1993). Primary species
are a set of linearly independent chemical entities such that
every secondary species can be uniquely represented as a
combination of those primary species, and no primary species
can be represented by other species other than itself (Yeh
and Tripathi, 1989). The mass transport equation is the mass
conservation (continuity) equation of primary species and
their corresponding secondary species based on reactions. The
mass conservation equation for the primary species i and
its corresponding secondary species j = 1− n j based on the
network of reactions is:

−∇ ·

([
Ci +

n j

∑
j=1

a jC j

]
uuuwww −φDi j∇

[
Ci +

n j

∑
j=1

a jC j

])

+qW
i j =

∂

(
φ

[
Ci +∑

n j
j=1 a jC j

])
∂ t

(3)

where Ci is the concentration of the primary species i, n j is
the total number of secondary species, and a j is the coefficient
of the concentration of the secondary species j (C j) based
on the special form of the stoichiometric matrix, described
by Ahusborde et al. (2015). Di j is the diffusion/dispersion
tensor of primary and secondary species, and qW

i j is the well
(source/sink) term of primary and secondary species. The term
using the divergence operator represents the flux term of the
species, which includes both the advective and diffusive fluxes
and the right-hand side of the equation is the accumulation
term of the primary and secondary species.

2.2.3 Reaction relations

In reactive transport modeling, reactions are divided into
two categories: Equilibrium and kinetic reactions. By conven-
tions, equilibrium reactions are defined as chemical reactions
that are sufficiently fast and reversible, and kinetic reactions
as those that are slow or irreversible. In other words, chemical
reactions can be categorized into kinetic reactions and equi-
librium reactions based on their rates. In reactive transport
modelling, if the time scale of reaction is shorter than the
time scale of transport, the reaction is considered to be at local
equilibrium and if the time scale of reaction is longer than the
time scale of transport, the reaction is said to be kinetically
controlled. In the developed module, all the aqueous reactions
are treated as equilibrium reactions and all mineral reactions
as kinetic reactions.

Equilibrium reactions are represented by algebraic equa-
tions. In equilibrium reactions, because the reactants and
products reach the state of chemical equilibrium quickly, a
thermodynamic approach is normally taken to characterize
these reactions. The general mass action law (mass action
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equation) is written as:

Keq = Q (4)
where Keq is the equilibrium constant that may depend on
temperature or pressure and Q is called the reaction quotient,
which is the product of species concentrations or activities
powered by their corresponding stoichiometric coefficients that
have a minus sign for reactants.

Kinetic reactions are represented by ordinary differential
equations. The reaction relation corresponding to a kinetic
reaction is essentially the mass conservation equation for the
mineral in that reaction. The kinetic relation for a mineral is
as follows:

r =
dCm

dt
(5)

where Cm is the concentration of the mineral, and r is the rate
of the kinetic reaction., The Transition State Theory (TST) rate
equation is used for the calculation of the rate of the desired
kinetic reaction, which is expressed as (Lasaga, 1984; Steefel
and Lasaga, 1994; Nghiem et al., 2004):

r = kAm

(
1− ΠiCϑs

s

Keq

)
(6)

where r is the is the rate of the dissolution/precipitation
reaction (positive values indicate dissolution, and negative
values precipitation), k is the rate constant (moles per unit
mineral surface area and unit time), Am is the mineral specific
reactive surface area, Cs is the concentration of the fluid
species s, ϑs is the stoichiometric coefficient of the species
s with a minus sign for reactants.

2.3 Auxiliary equations
2.3.1 Rock porosity relations

The change of the rock pore volume with pressure and
rock dissolution/precipitation is considered using the following
equations (Nghiem et al., 2004), respectively:

φ = φ0 exp [cr (P−P0)] (7)
φ = φ0 +Nm 0Vm,mineral −NmVm,mineral (8)

where Nm 0 and Nm are the mineral moles at the reference
(initial) time step and the desired time step, respectively,
Vm,mineral is the mineral molar volume, and cr is the rock
compressibility.

2.3.2 Porosity-permeability relations for rock matrix and
fractures

The change in rock permeability for the rock matrix due to
porosity change is modelled using the Kozeny-Carman relation
(Bear, 2013):

K
K0

=

(
φ

φ0

)3(1−φ0

1−φ

)2

(9)

For intrinsic fracture permeability calculation, fractures are
assumed to follow the cubic law. Therefore, intrinsic fracture
permeability is calculated by:

K f =
a2

12
(10)

where a is the hydraulic fracture aperture. According to
Darcy’s law, volumetric flow rate in a fracture is proportional
to the product of fracture permeability and the cross-sectional
area of the fracture. The former is proportional to the square
of the fracture aperture and the latter is proportional to
the fracture aperture. As such, the volumetric flow rate is
proportional to a3. As a result of this relationship, Eq. (10)
is often called the cubic law.

Fracture permeability changes can be approximated using
the porosity change and an assumption of plane parallel
fractures of uniform aperture. The modified permeability is
then given by (Xu et al., 2004):

K
K0

=

(
φ

φ0

)3

(11)

2.3.3 Reactive surface area relation

The following relation is used to update the reactive surface
area with change in the moles of minerals through dissolution
or precipitation (Nghiem et al., 2004):

Am = Am 0 ·
Nm

Nm 0
(12)

where Am 0 and Am are the reactive surface area of mineral at
time 0 and the desired time, respectively.

3. Solution approach
A finite-volume discretization on an unstructured triangular

mesh (for DFM) and Cartesian mesh (for EDFM) is applied.
Accumulation terms are discretized with backward Euler ap-
proximation.

To solve the set of governing equations, the parameters of
the next time step are used (fully-implicit) and the problem
is divided into three sub-problems that are solved sequentially
(sequential approach) (Xu and Pruess, 2001; Fang et al., 2003;
Hammond et al., 2007; Ahusborde and El Ossmani, 2017),
known as the SFI approach. The Newton-Raphson method is
used for each subproblem in this code to solve the system of
highly non-linear mathematical equations. To use the Newton-
Raphson method, the Jacobian matrix needs to be constructed,
which requires the differentiation of residual equations with
respect to different independent variables. Here, the underlying
automatic differentiation framework of MRST is exploited to
construct Jacobian matrices. Combining this technique with
discrete averaging and differential operators enables us to
write very compact simulator codes in which the models are
implemented almost in the same form as they are written
in the underlying mathematical equations (Lie, 2019). The
first sub-problem is devoted to calculating pressure (i.e., fluid
velocity) in porous media using the pressure equation. In this
first sub-problem, by obtaining fluid pressure, pore volume
can be updated. The second sub-problem consists of mass
transport equations of primary species and their corresponding
secondary species, and the third sub-problem consists of the
relations of equilibrium and kinetic reactions. The third sub-
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Fig. 2. Flowchart of the developed reactive transport code.

problem, which represents the reactive part, updates the con-
centrations of mineral or minerals in the system. By having
the mineral concentration, properties such as pore volume (i.e.,
porosity), permeability, and reactive surface area of the mineral
can be updated. After solving all the three sub-problems,
another convergence check is implemented, which ensures that
the summation of all the three norms of residuals calculated
in each sub-problem is lower than a certain tolerance. The
flowchart of the reactive transport code is shown in Fig. 2.

4. Reactive transport code verification
For validating the reactive code, the results from our mod-

ule for a one-dimensional reactive transport problem without
fractures are compared with the results of the geochemical
compositional simulator from CMG, GEM-GHG (Nghiem et
al., 2004; Nghiemw et al., 2004). Dolomite dissolution in a
one-dimensional horizontal reservoir extending 1.37 m (this
length is chosen for the reason mentioned in Section 5.1) in
the x direction with 200 grid cells and 0.1 m in both the y and
z directions is considered. The rock and fluid properties, and
all the geochemical properties are given in Table 2. The initial
pressure of the system is 2,400 psia. The water is injected
into the left-most grid block with a constant flow rate of 10−4

m3/day (Neumann BC) and produced from the rightmost grid
block under a constant bottom-hole pressure of 2,400 psia
(Dirichlet BC). The total simulation time is 4 days.

The simulations are done with non-iterative and iterative
SFI approaches, and the concentration profiles of the chemical
species are plotted in Figs. 3 and 4. The red symbols represent

Table 2. Model grid, rock, and fluid properties (Barnes et
al., 2009; Salih and Dastgheib, 2017; Mehnert et al., 2019).

Type Property Value

Grid

Total length (m)

x-direction 1.27+0.10

y-direction 0.60

z-direction 1

Number of cells
in EDFM model

x-direction 137

y-direction 60

z-direction 1

Rock

Matrix porosity (%) 5.9

Matrix permeability (m2) 5.9215×1018

Matrix compressibility (1/Pa) 7.2519×10−10

Fracture aperture (mm) 0.01

Fluid
Phase type Single phase

of water

Viscosity (Pa·s) 10−3

the results from our MRST module and the blue lines represent
the results from GEM-GHG. The figures show that the results
of the iterative SFI match well with the CMG results, but the
non-iterative SFI has not given correct concentration profiles,
which indicates that in this reactive transport problem, there is
strong coupling between the mass transport and the reaction
sub-problems.

5. Problem setup

5.1 Model domain, rock, and fluid properties
The computational domain is shown in Fig. 5. The domain

consists of 2 parts. A fractured region considered as a section
of a fractured rock previously modelled by several researchers
(the small pictures in Fig. 5) (Hu and Rutqvist, 2022; Steefel
and Hu, 2022), and a non-fractured slab of rock (approx-
imately 10 cm wide) that is added at the left boundary
to reduce boundary effects with the fractures. The domain
is two dimensional and discretized using Cartesian mesh
(8,600 matrix and fracture cells) and triangular mesh (6,729
matrix and fracture cells). For generating the triangular mesh,
an open-source two-dimensional quality mesh generator and
Delaunay triangulator named Triangle program (version 1.6)
is used (Shewchuk, 1996). Because the computational domain
is two dimensional, in DFM and EDFM models, the modelled
fractures are one dimensional, which are represented as lines
with desired widths.

The information of the geometry, rock, and fluid is given
in the table below. Rock permeability of the rock is assumed
to be isotropic.

For mass transport equations, the diffusion coefficients
of all the chemical species are set to 10−9 m2/s (Deng et
al., 2015).
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(a) (b) (c)

(d) (e) (f)

(g) (h)

Fig. 3. Comparison of chemical species profiles from the iterative SFI approach in MRST and GEM-GHG for 1-D case at the
end of simulation time. Red symbols represent MRST results using iterative SFI, and blue lines represent GEM-GHG results.
(a) pH, (b) H+, (c) OH– , (d) Ca2+, (e) Mg2+, (f) CO3

2 – , (g) HCO3
– and (h) CaMg(CO3)2.

5.2 Model geochemistry
In this problem, H+, OH– , H2O, Ca2+, Mg2+, CO3

2 – ,
HCO3 – , CaMg(CO3)2(s) are the chemical species. The set
of primary species in the system is H+, H2O, Ca2+, Mg2+,
and HCO3

– . The initial chemical composition of the for-
mation brine (Table 3) is based on the fluid chemistry of
the Mt. Simon brine collected from a well in the Vermillion
County (Keller, 1983; Labotka et al., 2015). Four different
injected water compositions are considered to show their effect
on dissolution/precipitation reactions occurring in the porous
medium. The injected water composition 1 is the most realistic
composition chosen for CO2 disposal in deep saline aquifers.
The injected water composition 2 is different from 1 in terms
of the concentrations of all ions except hydrogen ion to
investigate the effect of the changes on the system. The only
difference between the injected water composition 3 and 1 is
that the 3rd one is less acidic, which assesses the effect of
pH change on the system, and the injected water composition

4 is chosen such that precipitation occurs in the system.
Note that for rapid changes in fluid or mineral concentrations
in the system time-step constraints become prohibitive and
convergence is not achieved.

For determining the initial composition of the formation
water and the composition of the injected water, all the
chemical reactions are assumed as equilibrium reactions. To
this end, a reactive transport solver developed by McNeece
et al. is used (Colin et al., 2018). For the dissolution and
precipitation scenarios, the initial dolomite content of the rock
is 0.020 and 1.326×10−4 mol per liter, respectively. Note that
the fluid species concentrations are defined over the net fluid
(= pore) volume and the solid concentration is defined over
the entire control volume which includes fluids and solids.

The information of the chemical reactions involved in
the dissolution/precipitation of dolomite is given in Table 4.
The common practice in groundwater modeling is adopted by
treating all of the intra-aqueous reactions (homogeneous or
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(a) (b) (c)

(d) (e) (f)

(g) (h)

Fig. 4. Comparison of chemical species profiles from the non-iterative SFI approach in MRST and GEM-GHG for 1-D case
at the end of simulation time. Red symbols represent MRST results using non-iterative SFI approach, and blue lines represent
GEM-GHG results. (a) pH, (b) H+, (c) OH– , (d) Ca2+, (e) Mg2+, (f) CO3

2 – , (g) HCO3
– and (h) CaMg(CO3)2.

Fig. 5. Computational domain and the picture of a fractured rock (Steefel and Hu, 2022). (a) DFM and (b) EDFM.
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Table 3. Injected water and initial formation brine composition (Keller, 1983; Labotka et al., 2015; Salih and
Dastgheib, 2017).

Component
concentration
(molar)

Formation water
Injected water

Composition 1
(dissolution)

Composition 2
(dissolution)

Composition 3
(dissolution)

Composition 4
(precipitation)

[Ca2+] 0.495 0.495 10−5 0.495 0.095

[Mg2+] 0.1 0.1 10−5 0.1 0.005

[HCO3
– ] 8.7×10−5 3.5×10−4 10−5 3.5×10−4 5.443×10−4

[H+] 10−5.8 10−3 10−3 10−4 10−6

Table 4. Reaction properties (Parkhurst and Appelo, 1999; Palandri and , 2004; Thibeau et al., 2007; Fan et al., 2012).

Equation Type
logKeq logK

∆H (J/mol) Ea (J/mol) Am 0 (m2/m3)

25 ◦C 35 ◦C 25 ◦C 35 ◦C

H2O ↔ H+ + OH– Equilibrium -13.9951 -13.6778 / / 55,814.6 / /

CO3
2 – + H+ ↔ HCO3

– Equilibrium 10.3288 10.2455 / / -14,698.4 / /

CaMg(CO3)2(s) + 2H+

↔ 2HCO3
– + Ca2+ + Mg2+ Kinetic 2.5135 2.1726 -9.22 -9.022 -59,965.1 34,800 88

Table 5. Scenarios information.

Dissolution/
Precipitation Scenario

Simulation
time
(days)

Injected
water com-
position
number

Injection
rate
(10−5m3/day)

Dissolution

Diss1 50 1 32

Diss2 50 1 160

Diss3 50 1 320

Diss4 7 2 160

Diss5 7 3 160

Precipitation Prec1 10 4 3,200

aqueous reactions) as equilibrium and all others as kinetic
reactions (heterogeneous or mineral reactions). The reaction
equilibrium constants are recalculated at the caprock tem-
perature using the van’t Hoff equation and the rate constant
of the dolomite kinetic reaction is recalculated using the
Arrhenius equation. The caprock temperature is considered as
the temperature at the centroid of the caprock 1,050 meters
deep, which is equal to 35 ◦C based on the temperature log
reported in 2012 (Mehnert et al., 2019).

Mineral molar volume (Vm,mineral) of dolomite is 3.36×
10−5 m3·mol−1 (Luhmann et al., 2014).

5.3 Initial and boundary conditions
The initial pressure of the system is set equal to 2,400

psia (Barnes et al., 2009). The water is injected through the
leftmost grid blocks with a constant flow rate (the list of
flow rates is specified in Table 5) (Neumann BC) and all

the rightmost grid blocks of the computational domain are
under a constant pressure of 2,400 psia (Dirichlet BC). The
upper and lower boundaries are set to have no-flow boundary
conditions. Numerical dispersion is minimized by constraining
the time steps to maintain the Courant-Friedrichs-Lewy (CFL)
condition (Pruess et al., 2002) for advective flow.

6. Discussion of illustrative scenarios
Numerical simulations are conducted to model caprock-

brine interactions in the caprock formation. Due to rapid
changes at the beginning of the simulation, selecting time step
sizes in an ascending order greatly solves convergence issues.
At the beginning, small time step sizes are needed, but after
some time the changes become smoother (in our studies), and
so the solution converges with larger time step sizes.

The scenarios are specified in Table 5. Simulations are
done at different injection flow rates (transport rates) to
assess the effect of the ratio of reaction rate to transport
rate (typically quantified with the Damkohler number) on the
system. Furthermore, different injected water compositions are
considered to show their effect on chemical changes occurring
in the porous medium (Table 3), but the composition number
1 is the most realistic composition chosen for CO2 disposal
in deep saline aquifers. Therefore, this composition is used as
a base case for investigating the effect of injection rate.

At the end, the results of DFM and EDFM models for
Diss1 are compared.

6.1 Injection (leakage) rate effect
The effect of injection (leakage) rate is examined by

conducting the simulation at three different injection (leakage)
rates: 32×10−5 (Diss1), 160×10−5 (Diss2), and 320×10−5
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Fig. 6. Distribution of aqueous and mineral species concentrations after 50 days of injection at different injection rates (Diss1,
Diss2 and Diss3).

(Diss3) m3/day. Fig. 6 shows the distribution of the chemical
species concentrations in the model after 50 days of injec-
tion. At 32× 10−5 m3/day, dissolution has occurred only in
the vicinity of the inlet during the simulation time. When
the injection rate is higher, the injected acidic water can
move downstream by a larger distance before becoming fully
buffered, so it can dissolve a larger area of the dolomitic rock.

Dissolution patterns of dolomite at the same injected
volume are plotted in Fig. 7. As shown, when the injection rate
is low (Diss1), i.e., when the flow rate is lower, dissolution

mostly occurs in the vicinity of the inlet. On the other hand,
when the injection rate is higher (Diss2 and Diss3), the
injected water has not only dissolved near the inlet, but also
influenced the fractures and their surrounding grid blocks, and
even in Diss3, dolomite near the outlet is also dissolved. These
results are also experimentally observed by several researchers
(Luhmann et al., 2014; Deng et al., 2015) and suggest that low
flow rates can cause extensive dissolution at the inlet of a flow
system, while high flow rates can produce uniform dissolution
patterns along the length of the flow path, where fluid moves
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Fig. 7. Dolomite concentration [mol/liter] patterns at the same injected volume (0.016 m3 ≡ 0.33 pore volume) for different
injection rate. (a) Diss1, (b) Diss2 and (c) Diss3.
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Fig. 8. Total dolomite mole change over pore volume injected,
yellow markers: Diss1, red markers: Diss2 and blue markers:
Diss3.

through the system before it is fully buffered. Although
dissolution is more extensive in high injection rates, mini-
mum dolomite concentration is larger than the case in which
injection rate is low. Based on Fig. 7, in the case of low
injection rate (Diss1) the minimum dolomite concentration is
about 0.0197 mol/liter while at the high injection rate (Diss3),
the minimum dolomite concentration is about 0.01997, which
is larger than the low injection rate. Therefore, as the flow
rate is higher, minimum dolomite concentration is larger. Fig.
8 shows that as the injection rate is higher, less dissolution
occurs in the porous medium after equal pore volume injected.

The evolution of effluent concentrations of different aque-
ous species versus pore volume injected for Diss1, Diss2, and
Diss3 are plotted in Fig. 9. Based on the graphs, the changes
occurring in Diss3, in which the flow rate is high, are much
more than Diss1. The changes in the slope of effluent concen-
trations of the chemical species at high injection rates are be-
lieved to be because of the spatial heterogeneity of the porous
medium (the presence of fractures). The effluent carbonate
concentration for Diss3 shows a small concentration rise after
about 5 days of injection (0.25 PVI). This slight increase is
because as rock dissolves, bicarbonate concentration increases.
Based on the second reaction in Table 4, as the bicarbonate
concentration increases, due to the Le Chatelier’s Principle
the position of equilibrium shifts to counteract the change
to reestablish an equilibrium. As a result, some carbonate is
produced, which results in its concentration rise.

6.2 Injected water composition effect
Scenarios Diss1 to Diss3 are all simulated using the same

injected water composition. As an example, concentration
distributions of aqueous species and dolomite for the scenario
with the highest injection rate (Diss3) after 50 days of injection

are depicted in Fig. 10. As shown, as the water is injected
into the domain, hydrogen ion concentration increases due
to the higher acidity of the injected water. The pH reduction
in the reservoir triggers dolomite dissolution, which leads to
calcium and magnesium release but due to the lower calcium
and magnesium concentrations in the injected water, as more
water is injected, their concentrations decrease near the inlet.
Furthermore, the dissolution of dolomite yields bicarbonate.
Fig. 10 shows this bicarbonate concentration increase where
dissolution is occurring. However, similar to calcium and
magnesium concentration patterns, as more water is injected,
the lower bicarbonate content of the injected water reduces the
bicarbonate concentration of the pore water, which is shown
in the upstream direction of the flow. Based on the second
chemical reaction in Table 4, as the bicarbonate concentration
increases, more carbonate is produced, but due to the very
large equilibrium constant of this reaction, small amount of
carbonate is produced. The very small carbonate production
and the low content of carbonate in the injected water ul-
timately leads to overall carbonate concentration reduction
and no carbonate concentration increase is explicitly observed
(later by investigating the effluent carbonate concentration
over time, it can be seen that carbonate concentration slightly
increases, shown in Fig. 9).

Porosity distribution in Diss3 after 50 days of injection is
also shown in Fig. 10. Porosity changes due to dissolution/-
precipitation of dolomite. Also, pore pressure has an impact
on porosity. However, because the extent of porosity change
due to dissolution is much larger than due to pressure, the
pressure pattern is not reflected in the porosity distribution.

The concentration distribution of aqueous and mineral
species for Diss4 are shown in Fig. 11. This composition of
injected water also leads to dissolution, but the concentration
patterns of the aqueous species are different from other dis-
solution scenarios. Fig. 12 shows a comparison of dolomite
concentrations for different injected water compositions after
7 days of injection. It can be seen that although the concentra-
tions of the chemical species except hydrogen ion are different
in the two scenarios Diss2 and Diss4 (left and middle pictures),
the dissolution patterns are almost the same, and so hydrogen
ion concentration (pH) of the injected water is the primary
parameter controlling dissolution in the porous medium. In
contrast, little dolomite has been dissolved in scenario Diss5
(Fig. 12, right picture), because the hydrogen ion concentration
is 10 times smaller and hence the water is less acidic than
Diss2 and Diss4.

For the precipitation scenario (Prec1), the concentration
distributions of different chemical species after 10 days of
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Fig. 9. Effluent concentrations of aqueous species over pore volume injected for Diss1 (yellow), Diss2 (red) and Diss3 (blue).
(a) pH, (b) H+, (c) OH– , (d) Ca2+, (e) Mg2+, (f) CO3

2 – and (g) HCO3
– .

Fig. 10. Distribution of aqueous and mineral species concentrations [mol/liter], porosity [-], and pressure [Psia] for Diss3 after
50 days of injection. Distribution of (a) pH, (b) H+, (c) OH– , (d) Ca2+, (e) Mg2+, (f) CO3

2 – , (g) HCO3
– , (h) CaMg(CO3)2,

(i) porosity and (j) pressure.

injection are depicted in Fig. 13. In this scenario, the injected
water is a bit less acidic than the formation water (10−6 <
10−5.8). As the water is injected into the caprock, hydrogen
ion concentration decreases, due to the higher basicity of
the injected water. However, near the outlet, hydrogen ion
concentration has increased because of dolomite precipitation.
The injected water has also led to decrease in calcium and
magnesium concentration in the porous medium, which is
due to precipitation and also their lower concentrations in the
injected water. In this scenario, precipitation mostly occurs
in the vicinity of the fractures, particularly at the tip of the
fractures near the outlet.

6.3 Comparison of DFM and EDFM models
Scenario Diss1 is also simulated using the EDFM model,

and the results are shown in Fig. 14. Comparing the aqueous
and mineral concentration distribution patterns of the DFM
and EDFM models demonstrate that the two models give the
same results. Plotting the total dolomite mole over time for the
two models also confirms very close similarity in the results
(Fig. 15). This is very encouraging as gridding for EDFM is
substantially easier than for DFM. In the EDFM approach,
the fractures do not need to match edges/faces of the compu-
tational grid and the meshing of the fractures is completely
independent from the matrix (Lie and Møyner, 2021). This
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Fig. 11. Distribution of aqueous and mineral species concentrations [mol/liter], porosity [-], and pressure [Psia] for Diss4 after
7 days of injection. Distribution of (a) pH, (b) H+, (c) OH– , (d) Ca2+, (e) Mg2+, (f) CO3

2 – , (g) HCO3
– , (h) CaMg(CO3)2, (i)

porosity and (j) pressure.
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Fig. 12. Dolomite concentration [mol/liter] patterns for (a) Diss2, (b) Diss4 and (c) Diss5 after 7 days of injection.

Fig. 13. Distribution of aqueous and mineral species concentrations [mol/liter], porosity [-], and pressure [Psia] for Prec1 after
10 days of injection. Distribution of (a) pH, (b) H+, (c) OH– , (d) Ca2+, (e) Mg2+, (f) CO3

2 – , (g) HCO3
– , (h) CaMg(CO3)2,

(i) porosity and (j) pressure.
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Fig. 14. Distribution of mineral and aqueous species concentrations [mol/liter], porosity [-], and pressure [Psia] in Diss1 after
50 days of injection using the EDFM model. Distribution of (a) pH, (b) H+, (c) OH– , (d) Ca2+, (e) Mg2+, (f) CO3

2 – , (g)
HCO3

– , (h) CaMg(CO3)2, (i) porosity and (j) pressure.

Fig. 15. Total dolomite mole change over time for Diss 1. Red
markers: DFM and blue markers: EDFM.

enables the utilization of Cartesian grid, which leads to a
reduction in the run time of the EDFM model because by using
the aforementioned grid, the EDFM model requires fewer grid
cells than the DFM model. As a result, the run time of the
EDFM model is shorter than that of the DFM model. As an
example, for Diss1, the run time of DFM model is about 155
minutes, while that of EDFM is about 135 minutes. In contrast,
The EDFM model has a disadvantage. This model is only
suitable for conductive fractures, i.e., it produces significant
errors when fractures are sealed and form barriers to flow
(Lie and Møyner, 2021). This disadvantage is not tested in
this study.

7. Conclusions
In this study, a species-based reactive transport module in

MRST is presented that is compatible with both DFM and
EDFM modules of MRST. The module uses the SFI approach
to solve the system of non-linear equations of the isothermal
reactive transport problem considered in the study. The de-
veloped module has been validated against the commercial
simulator GEM-GHG of CMG and realized that the solver
must be iterative in order to achieve enough accuracy. It was
also concluded that the solver is not suitable for scenarios in
which the concentrations of mineral and fluid species change
rapidly, otherwise the solver may face convergence issues.
The module was illustrated by investigating the impact of
acidic brine on the dissolution of a fractured dolomitic porous
medium. The simulations demonstrate that as the hydrogen
ion concentration in the injected water is higher, dissolution
occurs more extensively, but changes in concentrations of
the other aqueous species did not show much influence on
dolomite mass. It was also shown that at higher flow rates,
dissolution substantially affects permeability throughout the
domain, while at smaller flow rates, dissolution only occurs in
the vicinity of the inlet during the simulation time. Therefore,
higher injection rate and hydrogen ion concentration could
increase the likelihood of breaching a confining unit, but the
concentrations of the aqueous species except the hydrogen ion
are not as effective on the sealing capacity of the caprock
considered in this model. Comparing the results of the DFM
and EDFM models demonstrated that the two models give the
same results in terms of aqueous and mineral concentration
patterns and total dolomite mole in the system even though the
EDFM model can be discretized more easily and also results
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in a shorter run time.
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