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Abstract:
Deep learning has been widely recognized in the field of CO2 geological utilization
and storage applications. With the development of deep learning algorithms, intelligent
models are gradually able to improve multi-source, multi-scale and multi-physicochemical
mechanism barriers with high-fidelity solutions in practical applications. In this per-
spective, an overview of the traditional and state-of-the-art deep learning architectures
involved in CO2 geological utilization and storage is outlined in terms of evolutionary
trajectories. Meanwhile, the favorable directions and application scenarios of different
deep learning algorithms for geo-energy intelligence modeling are summarized. Moreover,
further insights into the future direction of deep learning burgeoning architectures in this
field are provided. The physics-guided deep learning, explainable artificial intelligence,
and generative artificial intelligence are expected to deliver more accurate solutions for
information extraction and decision support within the CO2 geological utilization and
storage communities.

1. Introduction
CO2 geological utilization and storage (CGUS) technology

is expected to realize carbon storage and underground energy
development at the same time, which can make CO2 change
from “nuisance in the sky” to “treasure in the ground” (Xu et
al., 2022; Noyce et al., 2023). However, there are still serious
challenges to improving the efficiency and safety of carbon se-
questration in geological structures while ensuring the benefits
of hydrocarbon and geothermal resources development.

The process of CGUS involves multi-scale transformations
in time and space, multi-dimensional parameter integration
of reservoir and engineering, and multi-physical field effects
of migration and transformation (Qi et al., 2023). Although
numerical simulations have become popular, their prediction
and optimization processes require a lot of computational

resources, and cannot meet the requirements of integrated pre-
diction and multi-objective optimization (Wang et al., 2023).
Therefore, there is an urgent need to develop efficient and ac-
curate decision support tools, considering all techno-economic
and environmental aspects of the various segments. The great
success of machine learning and deep learning can provide
suitable candidates for the development of such decision-
support tools, which have gained strong momentum in practi-
cal engineering applications (Liu et al., 2023).

Originally inspired by biological models of computation
and cognition in the human brain, deep learning can con-
tribute to addressing complex and challenging problems in
CGUS, such as dynamic prediction of storage and production,
reservoir parameter inversion, and multi-objective optimization
(Al-Sakkari et al., 2024). Deep learning models have been
outperforming other traditional machine learning methods, es-
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Fig. 1. Advances and perspectives for deep learning in CO2 geological utilization and storage.

pecially in environments where the variety and amount of data
are rich (Xiao et al., 2023). Moreover, the main advantages
of deep learning are the ability to improve multi-scale, multi-
task and multi-modal barriers with high-fidelity solutions (Wen
et al., 2023). Despite their many advantages, the black-box
nature of deep learning may hinder physical insights into the
phenomena being examined. Evaluating and improving the
interpretability and explainability of deep learning models still
remains an active field of research (Longo et al., 2024).

To understand the depth and scope of deep learning ap-
plications in CGUS, this perspective proposes a conceptual
framework delineating the evolutionary trajectory through four
distinct stages (Fig. 1): general machine learning, traditional
deep learning, advanced deep learning, and future-developing
deep learning. This framework not only forecasts a progres-
sive enhancement in the sophistication of CUGS intelligence
modeling, but also phases the analysis of deep learning’s
burgeoning applications in this field.

2. General machine learning models
General machine learning is the initial stage and primarily

focused on extracting relevant information from large datasets,
using algorithms to identify patterns and trends that may
be missed by manual analysis due to their complexity or
the time required for human analysis. Key algorithms of
general machine learning, including artificial neural network,
decision tree, support vector machine, K-nearest neighbor,
clustering algorithm, principal component analysis, random
forest, and gradient boosting decision tree, have become
an integral part of deciphering the complex relationships in
reservoir-fluid data (Jerng et al., 2024). In CGUS, general

machine learning models are usually used for prediction
and optimization tasks in relatively simple scenarios with
few data samples, including prediction of CO2 saturation in
multicomponent gas-liquid mixtures, properties of CO2 under
reservoir conditions, CO2 sequestration potential, and variable
analysis for decision-making in engineering projects (Davoodi
et al., 2024). However, these general machine learning models
are usually limited by human cognitive limitations, often
relying on simplifying assumptions to make valid predictions,
and struggling to integrate rich and diverse multi-source data.

3. Traditional deep learning models
In the traditional deep learning stage, intelligent frame-

works develop the capability to perceive and interpret various
multisource data from CGUS systems. This evolution marks a
shift from processing only structured data to understanding
natural data and recognizing complex temporal and spatial
patterns. Traditional deep learning architectures, both for time
series prediction and spatial structure analysis, are significantly
improved in their ability to handle the type and amount of data
in geological resources applications, including the following
algorithms and their variants: convolutional neural network
(CNN), recurrent neural network (RNN), long short-term
memory (LSTM), encoder-decoder (Choudhary et al., 2022).
The CNN-based models are capable of handling complex data
with high-dimensional nonlinearities, making them suitable
for spatial pattern mining tasks in CGUS, such as reservoir
fluid distribution prediction, temperature and pressure field
prediction, and CO2 plume transport tracking.

The RNN and LSTM-based models, specialized in process-
ing time series data, are suitable for temporal pattern mining



Wang, Y., et al. Advances in Geo-Energy Research, 2024, 13(3): 161-165 163

tasks in CGUS, such as production dynamics prediction for
hydrocarbon and geothermal development processes, CO2
leakage monitoring, and automatic history matching (Xue et
al., 2023). The encoder-decoder network, providing a way to
train time-series models for sequence-to-sequence prediction
problems, is remarkably effective in predicting reservoir pro-
duction dynamics by retaining contextual information over
time. Despite these advances, traditional deep learning still
relies heavily on correlating inputs and outputs to accurately
predict various state variables of the CGUS system through the
learning of data features, but these methods do not incorporate
a deeper cognitive understanding similar to human thought
processes.

4. Advanced deep learning architectures
The prediction and optimization processes of CGUS in-

telligent models based on traditional machine learning and
deep learning algorithms tend to rely on statistical likelihoods,
restricting the models to operate within a limited number of
statistical parameters and posing a challenge to derive clear
explanations from the deep learning process. To efficiently
utilize complex multi-source data in geology and engineer-
ing, optimize algorithm architecture, and improve computing
efficiency, advanced deep learning algorithms have gradually
emerged based on traditional deep learning, including: genera-
tive adversarial network (GAN), graph neural network (GNN),
attention, transformer, transfer learning, and deep reinforce-
ment learning (DRL) (Deng et al., 2024; Meng et al., 2024).
CGUS models based on these advanced deep learning architec-
tures are gradually beginning to emulate human cognitive and
logical thinking, working to understand and explain complex
patterns and relationships in geo-energy systems.

The GAN-based model can refine and adjust the reservoir
geological model based on new observations to generate new
structures not previously seen in the training samples, enabling
more accurate prediction of CO2 plume migration and evolu-
tionary patterns of reservoir properties without being limited
to existing observations. The GNN-based model can aggregate
the features of each node with those of the surrounding nodes
to obtain more comprehensive structural information, such that
it is ideally suited for the prediction of percolation processes
in heterogeneous reservoirs based on formation structure and
fluid distribution information.

In the domain of geo-energy development forecasting,
sequence-based modelling plays a crucial role, among which
the attention model is a recent development of deep learning
architecture (Mnih et al., 2015). Geo-energy models incor-
porating attention mechanisms have become an important
focus of sequence-to-sequence time series prediction, par-
ticularly when simulating long-term production and storage
sequences. In addition, the transformer incorporating encoder-
decoder and self-attention mechanisms is another emerging
deep learning architecture for time-series prediction, allowing
for a comprehensive representation of input data from different
locations. Therefore, the transformer-based model is conducive
to addressing the multi-scale and multi-variable nature of CO2
sequestration and utilization processes, indicating the potential

for exponential growth in this field.
Since labeled sample data are often scarce and difficult

to obtain during reservoir development, transfer learning pro-
vides an innovative solution to the challenge of training deep
learning models on limited datasets and reducing overall
training time. Considering that most of the data or tasks
in the field are correlated, transfer learning can migrate the
parameters of the learned and trained model to the new model
to speed up and optimize the learning efficiency (Weiss et
al., 2016). In addition, in the case of scarce training data during
reservoir parameter inversion, transfer learning can utilize the
knowledge gained from deep learning models trained on rich
datasets for similar reservoirs to deduce reservoir properties
accurately.

DRL is an emerging field of dynamic computing with the
attractive nature of being able to find low-dimensional fea-
tures that accurately represent high-dimensional practical engi-
neering problems and experience-driven autonomous learning
(Zhou and Wang, 2022). Tasks such as production system
optimization, storage process optimization, and automatic his-
tory matching in CGUS require algorithms to make decisions
and perform actions at every moment. DRL shows great
potential in solving the above bottlenecks by learning directly
from the multi-dimensional continuous interaction information
between the agent and the environment. Moreover, DRL-based
models can mimic human cognition and autonomous learning
capabilities, and are dedicated to real-time optimization of
injection and production scheme as well as dynamic inversion
of reservoir parameters.

5. Future-developing deep learning techniques
The numerical modeling of CGUS is quite complex, con-

sidering multiple scales in space and time, multiple physico-
chemical interaction mechanisms, and dynamic heterogeneity
of the formation. While data-driven deep learning models
can capture complex and strongly nonlinear CO2 migration
and transformation processes through sophisticated neural
networks and patterns, their black-box characterization fails
to describe the fundamental laws of physics, which may
lead to physically implausible and spurious predictions. By
combining physical laws (Navier-Stokes equations, multiphase
fluid seepage equations, water-rock reactions) with deep neural
networks, Physics-informed deep learning (PIDL) can learn
more generalizable models with fewer data samples and can
accelerate the training rate (Wang et al., 2024). PIDL is partic-
ularly well suited to scientific computational and engineering
problems that can be described by explicit physical laws
(Qin et al., 2024). In summary, PIDL incorporates data- and
physics-driven synergies that offer promising directions for
advancing the science of CO2 utilization and storage modeling.

Despite the success of deep learning in the CGUS field,
these models are sometimes criticized as “black boxes” be-
cause they do not provide insights to understand how they
make predictions and optimizations. CGUS intelligent mod-
els based on deep learning involve dynamic optimization
of production and storage processes, real-time prediction of
high-dimensional field data, reservoir parameter inversion,
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evaluation of carbon storage safety, multi-objective optimiza-
tion and so on. The complex network architecture and over-
parameterization of the intelligent modeling process hinder the
interpretability of the models. In the future, it will be crucial
to explain the behavior of deep models in decision making and
prediction in CGUS to explain the outputs of the algorithms
employed, called explainable artificial intelligence (Saranya
and Subhashini, 2023). Successful explanations of deep learn-
ing architectures can help us gain domain insights and ex-
pand our knowledge about unknown mechanisms, causality,
and connections in the CGUS field. Therefore, explainable
artificial intelligence, as an important future direction for deep
learning in CGUS, motivates us to move beyond deep learning
as a knowledge discovery tool rather than a data-fitting model.

In addition, generative artificial intelligence (GenAI), a
novel architecture of artificial intelligence, has become an es-
sential research field that realizes the advancement of artificial
intelligence from perceiving and understanding the world to
generating and creating the world (Gupta et al., 2024). The
ability of GenAI models to generate unique data by learning
complex patterns in datasets (such as ChatGPT), makes them
particularly useful in handling the main challenges in geolog-
ical and petroleum engineering, which often include handling
complexity, nonlinearity, and uncertainty. The large language
model for geoscience knowledge understanding and utilization
can answer geoscientific questions and follow the instructions
of geoscientists with geoscientific professionalism (Deng et
al., 2023). As the field of CGUS intelligence continues to
evolve, embracing the innovative solutions offered by GenAI
will be critical in tackling complex global challenges, thereby
paving the way for a more sustainable, efficient, and intelligent
CGUS systems.

6. Conclusions
Summarizing the four evolutionary stages in the develop-

ment of the CGUS intelligent models, it becomes evident that
various advanced algorithmic architectures for solving com-
plex geological and engineering problems have been developed
based on traditional deep learning architectures. However, cur-
rent research mainly focuses on the application innovation of
methodology, and a comprehensive breakthrough framework
has yet to be established as it is still in the preliminary stage.

Several key issues must be urgently addressed to advance
the frontiers of intelligent CGUS theory and methodology.
First but not least, the datasets used in CGUS are collected
from various sources, and the spatial and temporal resolu-
tion usually needs to be consistent. High-dimensional data
with multi-source, multi-scale, and multi-mechanism make the
learning task more difficult. Deep learning frameworks based
on the fusion of physical constraints and data-driven have the
potential to advance the research of CGUS in limited data by
capturing the interaction between high-dimensional learning
and different physical processes in complex environments.
Then, current research has continuously strived to explain
the behavior of deep models in decision-making/prediction to
address the limitations and biases of data samples and the
black-box nature. Thus, explainable artificial intelligence is

considered a promising direction for further development in
deep learning. Finally, when dealing with time series and
spatio-temporal data and performing complex simulations,
optimizations, and decisions, large language models based on
GenAI constructed using more than 100 billion parameters
show extraordinary potential. Overall, the future development
trend of PIDL, explainable artificial intelligence, and GenAI
models in CGUS is promising, and their applications are
expected to provide more accurate solutions for information
extraction and decision support for the integration of CGUS.
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